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Abstract—LoRaWAN is one of the most popular protocols to
build low-power wide area networks. Unfortunately, it adopts a
star topology, which limits network coverage and may also cause
an unnecessary decrease in energy efficiency as well as scalability.
In fact, end-devices that are deployed far away from a gateway
need to increase their transmission power or spreading factor
to sustain reliable communications, which increases their energy
expenditure as well as the size of the collision domain. The only
alternative is the deployment of additional gateways or dedicated
relay nodes, which results in higher costs and deployment efforts.
In this work, we introduce LoRaHop, an extension of LoORaWAN
that enriches end-devices with the ability to form a mesh network
and to seamlessly relay packets to/from a gateway, thereby
providing LoRaWAN networks with multi-hop support for both
uplink and downlink messaging. LoRaHop leverages concurrent
transmissions to enable a reliable and efficient data collection or
dissemination over the mesh network, as well as to simplify net-
work formation. Furthermore, LoRaHop embeds a mechanism
that simplifies rendezvous across devices and that minimizes the
impact of mesh operations on existing LoRaWAN transmissions.

We implement LoRaHop on off-the-shelf LoRa end-devices
(ensuring their full interoperability with commercial LoRaWAN
gateways and network servers), and evaluate its performance
on an outdoor testbed. Our experimental results show that
LoRaHop can effectively extend the coverage of a LoRaWAN
network while improving reliability by up to 98.33% and
reducing energy consumption by up to 48.02%. Our findings
further demonstrate that using LoRaHop to create a multi-hop
LoRaWAN network that communicates using low spreading
factors brings significant benefits in terms of energy efficiency
and scalability compared to the use of a single-hop LoRaWAN
network employing high spreading factors.

Index Terms—ChirpBox, Efficiency, LoRaDisC, LoRaWAN
compatibility, Mesh network, Network coverage, Reliability.

I. INTRODUCTION

Low—Power Wide-Area Network (LPWAN) technologies
are increasingly used to develop Internet of Things
(IoT) systems that require the deployment of wireless sensors
and actuators across large geographical areas. The use of
LPWAN:S is especially promising in application areas such as
precision farming [1], water management [2], environmental
monitoring [3], and smart cities [4], which benefit from the
interconnection of cheap low-power devices on a large scale.

Among LPWAN technologies, LoRa is one of the most
popular and widespread [5], as it uses unlicensed spectrum and
hence does not require subscriptions nor suffers limitations
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on data traffic (in contrast to technologies such as NB-IoT,
LTE-M, and Sigfox). Moreover, users have full control of the
network infrastructure and can enjoy the rich ecosystem sup-
ported by the open LoRa Alliance community, which provides
end-to-end integration of hardware and software components.
One of these components is LoRaWAN [6], a reference
architecture and medium access control protocol that specifies
a star-of-stars topology in which gateways relay messages
between end-devices and a central network server. Hence, in
LoRaWAN, end-devices interact exclusively with gateways,
which enable their connection to a LoRaWAN network and
to the Internet. For LoRaWAN class A end-devices', the
communication to a gateway is asynchronous and follows
a pure ALOHA scheme, i.e.,, an end-device can transmit a
message at an arbitrary point in time and then switch to low-
power mode to preserve its limited energy budget. Thanks
to its simplicity and open-source availability, LoORaWAN has
grown on a global scale, with tens of thousands gateways
deployed just within The Things Network initiative [7].

LoRaWAN limitations w.r.t. coverage and scalability.
The ease of connecting end-devices to LoORaWAN gateways
through a simple star topology and medium access control
(MAC) scheme, however, comes with a number of limitations.
In fact, to be able to join a LoRaWAN network, each end-
device needs to be within reach of at least one gateway.
Unfortunately, although LoRa’s communication range is often
advertised in the order of (tens of) kilometers, it is much
lower in real-world deployments, as signal attenuation and
distortion as well as environmental factors and urban canyons
strongly affect the link quality [8]-[10]. Although one can
simply add more gateways near the end-devices that are dis-
connected or exhibit an unreliable connectivity, this drastically
increases costs (starting from roughly a hundred dollars per
gateway [11]) as well as deployment effort, and does not
scale with the magnitude of devices that are expected to be
installed in the near future. Moreover, a gateway deployment
may not be possible in disaster scenarios as well as in
remote areas, where a constant power supply and reliable
network connectivity cannot be guaranteed. An alternative is
to increase the communication range of LoRa devices by using
a higher spreading factor (SF), i.e., by increasing the receiver’s
sensitivity at the cost of a longer packet airtime, or by using
a higher transmission (TX) power [12]. However, both ap-
proaches result in a large increase in energy consumption, and
may still be insufficient to ensure a reliable connectivity with
an existing gateway. Besides, by increasing the communication

'The LoRaWAN specification defines three classes of end-devices in order
to satisfy different application requirements, as detailed in Sect. II-A3.



IEEE INTERNET OF THINGS JOURNAL

range of end-devices, one also enlarges the size of the collision
domain, which may strongly affect network performance.
Indeed, the use of pure ALOHA, unlicensed spectrum, and
single-hop communication over multiple kilometers, results in
severe scalability issues [13]-[15], as LoRaWAN devices do
not perform channel sensing and hence cannot assess whether
the medium is free from ongoing transmissions. This makes
LoRaWAN devices susceptible to the activities of other devices
operating within the same network (i.e., internal interference)
as well as to the activities of any co-located device operating
on the very same frequencies (i.e., external interference).

The quest for multi-hop support in LoRaWAN. To tackle all
these limitations, one way forward is to enable the formation
of mesh networks, such that other LoRa end-devices in close
proximity can be used to relay information to one or more
gateways that were previously unreachable. The creation of
multi-hop LoRa networks has attracted a significant amount of
research; however, all proposed approaches have severe limi-
tations and drawbacks. Indeed, most of the existing solutions
lack compatibility with LoORaWAN [16]-[19], do not support
downlink messaging [20], or require the use of custom gate-
ways [21], [22] and extra hardware [23]. Moreover, existing
solutions lack scalability and energy efficiency, as they either
support only a limited number of hops/devices [22]-[25],
require end-devices to be permanently powered [18], [19], or
incur a large overhead to establish and maintain routes [16].
Recent works [26]-[28] have proven the feasibility of using
concurrent transmissions (CT) to build multi-hop LoRa net-
works, which has the potential to eliminate the overhead of
establishing and maintaining routes in classical routing-based
approaches [29]. However, to date, the use of CT to build
multi-hop LoRaWAN networks has not been investigated yet.

Our contributions. In this work, we are the first to leverage
CT to build multi-hop support for LoORaWAN networks for
both uplink and downlink messaging. Specifically, we enrich
LoRaWAN end-devices with the ability to form a mesh
network and to seamlessly relay packets to/from a gateway,
as shown in Fig. 1. This way, one can practically extend the
range of a LoRaWAN network without the need to deploy
additional gateways or change their configuration. In fact, end-
devices that are unable to establish a direct connection with
existing gateways can leverage other end-devices to forward
information to/from a gateway accordingly. We achieve this
by developing LoRaHop, an add-on protocol compatible with
LoRaWAN that makes use of CT and network coding for re-
liable and efficient data collection/dissemination over a multi-
hop mesh network. Specifically, LoRaHop performs several
flooding rounds during which end-devices communicate on
multiple channels without the need to establish and maintain
routes or a network hierarchy: this allows to minimize colli-
sions, maximize throughput, and reduce energy consumption.

LoRaHop also embeds network formation and rendezvous
capabilities that allow end-devices to autonomously join a
mesh network and to only communicate in absence of other
LoRaWAN communications to/from a gateway. To accomplish
this, end-devices forming the mesh network exchange informa-
tion about their radio usage, derive a matrix of radio schedules,
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Fig. 1. LoRaHop allows to form multi-hop LoORaWAN networks that can be
used to forward information to/from end-devices that are unable to establish a
direct connection to a gateway, thereby extending the network coverage while
minimizing the SF used for communication.

and communicate only when everyone’s radio is otherwise
idle, which helps minimizing the impact of mesh operations
on the periodic LoORaWAN transmissions of relay nodes.

We further show that multi-hop support for LoORaWAN net-
works allows not only to extend coverage (i.e., to enable the
connection of end-devices that are normally disconnected from
a gateway), but also gives the freedom to artificially decrease
the TX power or SF in an attempt to reduce the size of the
collision domain. As we show in Sect. V, this can significantly
minimize energy consumption and internal interference, lead-
ing to an increase in both network performance and scalability.
We implement LoRaHop on ChirpBox nodes [28] consisting
of an off-the-shelf STM32L476RG ultra low-power micro-
controller as well as an SX1276Mb1MAS LoRa transceiver,
and showcase how it allows to form a multi-hop LoRaWAN
network connected to a commercial RAK7243 gateway. We
then experimentally evaluate the performance of LoRaHop in
terms of energy consumption and reliability on an outdoor
LoRa testbed with 21 nodes deployed in the city of Shanghai.
Our results show that the use of LoRaHop allows to effectively
extend the coverage of a LoRaWAN network with minimal
energy expenditure, allowing — among others — to increase
the packet reception rate by up to 98.33% and to reduce
the energy consumption by up to 48.02%. Our experimental
results further confirm that using LoRaHop to create a multi-
hop LoRaWAN network employing a low SF leads to several
performance improvements compared to the use of a single-
hop network employing a high SF.

This article proceeds as follows. After providing the reader
with background information on LoORaWAN and CT, we make
the following contributions:

o We present LoRaHop, an add-on protocol enabling sup-
port for multi-hop LoRaWAN networks, detailing its
architecture and functionality (Sect. III).

o We shed light on LoRaHop’s design and implementation,
discussing its reliable data collection and dissemination,
how it performs an efficient network formation and ren-
dezvous, as well as a number of optimizations increasing
its energy efficiency (Sect. IV).

o We evaluate LoRaHop on a real-world testbed and show
how its use can increase network coverage, reliability,
and energy efficiency (Sect. V).

After discussing LoRaHop’s limitations and how to further

increase its functionality in Sect. VI, we review related work
in Sect. VII and conclude the paper in Sect. VIII.
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Fig. 2. Uplink and downlink communication for different LoORaWAN device
classes. Class A end-devices can enter two receive windows after an uplink
transmission. Class B end-devices can receive additional downlink messages
from a gateway during scheduled ping slots. Class C end-devices are able
to receive downlink messages from a gateway at anytime, except when
performing uplink transmissions.

II. BACKGROUND

Before detailing the design of LoRaHop, we first intro-
duce LoRa technology as well as the LoRaWAN protocol,
detailing its architecture and the three device classes supported
(Sect. II-A). We then describe the principle of CT, which is
exploited by LoRaHop to carry out a reliable and efficient data
collection/dissemination (Sect. II-B).

A. LoRa and LoRaWAN

1) LoRa Technology: LoRa is a low-power radio technol-
ogy based on chirp spread spectrum (CSS) modulation that
was patented by Semtech and that is able to transmit data at
distances of up to several kilometers [30]. The transmission
range achieved when communicating using LoRa devices
mainly depends on the employed SF and TX power. The SF,
whose typical values are between 7 and 12, controls the chirp
rate and hence how fast data is transmitted. A signal modulated
with a higher SF has higher sensitivity and can be received
with less errors, but requires much longer to be transmitted:
this implies a longer transmission range at a price of a lower
data rate and increased energy consumption. A higher TX
power improves the transmission range, but results in a higher
energy consumption.

2) LoRaWAN Architecture: LoRaWAN is a protocol that
operates on top of LoRa and specifies a network structure con-
sisting of end-devices and gateways. Specifically, a LoRaWAN
network is based on a star topology where LoRaWAN end-
devices are directly connected to a gateway and transmit data
following a pure ALOHA access scheme, i.e., transmissions
occur at arbitrary times whenever data is available. Gateways
can receive the uplink transmissions of several end-devices
sent on different channels simultaneously, but can only send
individual packets to an end-device during a given time-slot.

3) LoRaWAN Device Classes: To satisfy the requirements
of a vast range of different applications, LoORaWAN supports
three devices classes, as illustrated in Fig. 2:

e Class A: This is the default and most popular LoRaWAN
configuration, as end-devices can operate with the highest
energy efficiency. Uplink packets can be sent by end-
devices at any time. End-devices then wait and open
up to two short receive windows, which represent the
only opportunity to receive downlink packets. After the
transmission and receive windows, the end-devices enter
sleep mode and preserve their limited energy budget.
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Fig. 3. The concurrent transmissions paradigm is based on the simultaneous
transmission of multiple nodes: packets can still be successfully received
thanks to capture effect and constructive interference, leading to a powerful
primitive for data collection and dissemination within flooding rounds.

e Class B: In this configuration, additional receive windows
(called “ping slots”) are scheduled for downlink packets,
and can be used by end-devices to receive data from the
gateway more frequently. These extra receive windows
(as well as the beacons transmitted from the gateway to
provide end-devices with a timing reference) increase the
overall energy consumption of the end-devices.

e Class C: In this configuration, end-devices keep their
radio active in receive mode at all times (i.e., they do
not sleep), which provides the lowest possible latency for
downlink traffic at the cost of a high energy expenditure.

Typical LoRaWAN application scenarios are monitoring
systems where class A end-devices deployed over large ge-
ographical areas periodically upload data to the gateway, e.g.,
temperature [31] and soil moisture [32] data in smart farming
applications or water flow and pressure information in smart
water distribution networks [33], [34]. Since they are the most
widespread, we explicitly consider LoORaWAN class A devices
when designing LoRaHop: unless differently specified, we will
hence refer to this device class in the remainder of this paper.

4) LoRaWAN Radio Regulations: LoRa devices make use
of the freely-available industrial, scientific, and medical (ISM)
radio frequency bands. Due to national regulations, the use of
these frequencies may vary across countries. For instance, in
Europe, each LoRa device must comply with a transmission
duty cycle limit of 0.1 or 1% (i.e., devices can transmit data
for up to 3.6 or 36 s every hour). The use of techniques such as
listen before talk (LBT) and adaptive frequency agility (AFA)
can alleviate these restrictions, allowing for a duty cycle limit
of 100s per hour, equivalent to a 2.7% duty cycle. LBT
requires each device to scan the channel before transmission:
if any interference is detected, the device must back off and
wait before attempting the next transmission. AFA requires the
device to dynamically switch between multiple channels.

B. Concurrent Transmissions (CT)

Traditionally, simultaneous packet transmissions are consid-
ered to be harmful, as they typically cause collisions and result
in a drop of communication reliability. Recently, a new wave
of research works based on the CT paradigm has shown that
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intentionally letting two or more nodes transmitting a packet
within a small delay can lead to a successful packet reception,
thanks to the capture effect and constructive interference [29].
Fig. 3 exemplifies the idea behind CT: packets of duration
Tpacket are transmitted in synchronous time-slots of duration
Tsiot > Tpacketr- In case two or more neighbors concurrently
transmit a packet, one of the transmitted packets can be
received and decoded successfully if the incoming signals
satisfy certain power and timing conditions (e.g., if a signal
is significantly stronger and/or arrives slightly earlier than the
others [35]).

CT can hence be exploited to efficiently collect and dis-
seminate data over different flooding rounds. Fig. 3 shows an
example of four flooding rounds in which each node dissem-
inates information to all other nodes in the mesh network.
Specifically, in the first flooding round, the packet sent by
node A in the first time-slot is re-transmitted by node B in the
successive time-slot (i.e., the message broadcasted by node B
in the second time-slot will be received by all nodes, as they
are all neighbours of node B). Nodes C and D re-transmit
the packet received from node B in the third time-slot (node
A does not, since it has already transmitted this packet at
least N¢ times before, with Ng = 1 in this case), and the
dissemination of node A’s packet terminates, after reaching
all nodes in the network.

Nodes B, C, and D initiate further packet transmissions
(circled in red) in the successive flooding rounds, which are
progressively disseminated to all other nodes in the network.
Note that the number N, of time-slots in a flooding round
(Nsior = 3 in this example) can be configured as a function
of the number of nodes in the network and its diameter.

To increase both throughput and reliability when dealing
with large networks and data packets, one can couple CT
with network coding, as shown in [36]-[38]. The key idea
is to transmit combinations of multiple packets rather than
transmitting packets as independent units: this allows to deal
with packet loss without the need of explicit re-transmissions.

The CT principle has been extensively studied on de-
vices employing the IEEE 802.15.4 narrowband physical layer
(PHY) [29], [35], [39]. Its feasibility was later also shown for
the ultra-wideband IEEE 802.15.4 PHY [40], as well as for
Bluetooth Low Energy [41], [42] and LoRa devices [26], [27].
In particular, the use of CT on top of LoRa radios has been
originally showcased by Bor et al. [26], and later analyzed in
detail by Liao et al. [27].

III. LoRAHOP: OVERVIEW

We introduce LoRaHop by describing its architecture
(Sect. III-A) and the protocol used to exchange data within
the mesh network (Sect. III-B). We further discuss how the
nodes in the mesh network agree upon a common schedule for
communications (Sect. III-C), as well as how downlink/uplink
LoRaWAN traffic is relayed from/to a gateway (Sect. III-D).

A. Architecture

LoRaHop enables the creation of a mesh network extending
the range of a LoORaWAN network to nodes that cannot directly
communicate with a gateway, as shown in Fig. 1.
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Fig. 4. Overview of LoRaHop’s operations in an exemplary network
consisting of a gateway, three relay nodes (LR), and two leaf nodes (LL).
Using LoRaDisC, CT-based flooding rounds are used to collect/disseminate
uplink/downlink LoRaWAN messages from/to LL nodes throughout the mesh
network, as well as to derive and exchange the schedule used for mesh
communications. LR nodes take care of forwarding messages created by or
destined to LL nodes to/from a gateway, giving the latter the illusion of having
a direct link with the LL nodes. Note that phases illustrated as (-4 may
consist of single or multiple flooding rounds.

We distinguish between four types of devices: LoRaWAN
gateways (G), LoRaHop relay nodes (LR) within a gateway’s
range, LoRaHop leaf nodes (LL) outside a gateway’s range, as
well as LoRaWAN end-devices (E) within a gateway’s range
but not involved in forming the mesh network.

LR nodes can directly interact with a gateway in a reliable
way, and act as relay to let LL nodes join the LoRaWAN
network as well as to forward their traffic from/to a gateway.

LL nodes are typically too far from a gateway to establish
a direct connection, or can only establish a direct connection
that is unreliable (i.e., with a high packet loss ratio), and
hence need to leverage LR nodes to properly connect to the
LoRaWAN network. Moreover, LL. nodes may also want to
reduce the employed SF to connect to a gateway in an attempt
to minimize their energy consumption. As we show in Sect. V,
forming a multi-hop mesh network operating at a low SF may
introduce several benefits compared to the use of a single-
hop network operating at a high SF — among others, a higher
energy efficiency and a smaller collision domain.

B. CT-based Data Exchange

Data collection & dissemination with LoRaDisC. To support
the exchange of uplink and downlink LoRaWAN traffic over
a mesh network, LoRaHop builds on top of LoRaDisC, an
all-to-all protocol based on CT that we originally designed
to orchestrate the operations of an infrastructure-less LoRa
testbed [28]. LoRaDisC allows a reliable and efficient data
collection and dissemination over multiple hops by operating
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over different flooding rounds with synchronous slots (such as
the one illustrated in Fig. 3). During these flooding rounds, a
node can initiate the transmission of a message that is quickly
propagated throughout the mesh by having all adjacent nodes
re-transmitting the same message concurrently for a given
amount of times N¢, as exemplarily shown in Sect. II-B.

Sequence of LoRaHop operations. LoRaHop activities can
be divided into four main phases, as illustrated in Fig. 4.
First, LR/LL nodes forming the mesh network derive and ex-
change the schedule used to communicate (schedule exchange
process @): this happens during network bootstrap as well
as periodically over dedicated LoRaDisC flooding rounds, as
detailed in Sect. III-C. LL nodes have then the chance to send
LoRaWAN uplink messages destined to the gateway over ded-
icated LoRaDisC flooding rounds used for data collection (2).

One of the LR nodes receiving these uplink messages will
then relay them to the gateway @ When doing so, the LR
node uses the address of the LL node, giving the gateway the
illusion of having a direct link with the LL node, i.e., gateways
are not aware of the existence of a mesh network and of the
fact that LR nodes act as relays. The LR node follows the
standard LoRaWAN protocol when relaying packets to/from
the gateway. Specifically, it opens by default two downlink
reception windows at scheduled times (e.g., 1s and 2s) after
transmitting an uplink packet, as dictated by the LoRaWAN
specification. Any downlink message sent by a gateway to
the LR node in response to the uplink transmission of an LL
node will be circulated in the mesh network via dedicated
LoRaDisC flooding rounds used for dissemination (4). Hence,
LoRaDisC is used to propagate both LoRaWAN uplink and
downlink messages generated by or destined to LL nodes over
the mesh network.

Reliable and efficient flooding. LoRaDisC uses multiple
flooding rounds during which nodes communicate on mul-
tiple channels: this allows to minimize collisions, maximize
throughput, and speed up the information exchange across
nodes. Moreover, LoRaDisC takes advantage of network cod-
ing: all devices transmit previously-received packets with
random linear network coding (RLNC) as in Mixer [36], a
protocol that transmits blended packets concurrently. When a
device receives enough combinations of those blended packets,
it can successfully decode all packets that were transmitted?.
LoRaDisC further embeds an early termination mechanism,
as described in Sect. IV-B, in order to eliminate unnecessary
time-slots within the flooding rounds used for data collection.

C. Mesh Network Formation and Schedule Exchange

LoRaHop activities follow a given schedule synchronizing
the operations of LL and LR nodes. Such schedule is de-
rived by letting LR nodes flood information about their up-
link/downlink LoRaWAN activities (phase @ in Fig.4).

This allows to derive the LoORaWAN activity matrix, which
contains information about the planned LoRaWAN activi-
ties of each LR node and is used to identify when to

2LoRaDisC adds a bit-field named coding_vector in the header of each
packet. This bit-field contains up to M bits indicating which of the M packets
generated from N devices are combined in the current packet. Each device
implements Gaussian elimination with all received packets.

schedule LoRaDisC flooding rounds for collecting uplink
traffic (phase (2)) or disseminating downlink traffic (phase (4))
from/to the LL nodes. In other words, the LoORaWAN activity
matrix can be used to derive the periods of time in which
the radio of all LR nodes is idle and could hence be reused
for mesh communications. This ensures that mesh traffic does
not overlap with the periodic interactions between LR nodes
and gateways. Moreover, such an activity matrix is also used
by LR nodes to derive when to start relaying uplink/downlink
messages to/from a gateway (phase @).

Note that the ability to derive and exchange a common
schedule allows not only to prevent interference with the
planned LoRaWAN uplink/downlink transmissions of LR
nodes, but also to maximize energy efficiency. In fact, as LR
and LL nodes know the exact point in time in which each
LoRaDisC flooding round begins and terminates, they can turn
off their radio in the remaining time accordingly.

Deriving a common schedule. The bottom part of Fig.4
shows how to construct the LoRaWAN activity matrix (from
which the schedule of the various phases (1) to (4) is derived).

We take advantage of the fact that interactions between most
LoRaWAN class A devices and gateways are periodic or can
be modelled as periodic traffic [43], [44]. In fact, LoORaWAN
class A devices are typically used to build monitoring systems
that report data to a gateway in a cyclic fashion [45]-[47].
We hence let each LR node derive its LoRaWAN activity
period by analyzing the timings of its radio usage [48], and
disseminate this information through the mesh network in
dedicated LoRaDisC flooding rounds (phase (1) in Fig.4).
Specifically, each LR node derives and disseminates three
values: the duration of an uplink/downlink interaction with a
LoRaWAN gateway (Tyctivity), the period between consecu-
tive interactions with a gateway (T)cri0q), as well as the rela-
tive difference in time between the beginning of the last/next
gateway interaction and the dissemination of this information
(T'4if 7). Each LR/LL node merges this information and derives
the time-slots during which all LR nodes are not carrying
out any LoRaWAN activity. These time-slots are marked in
Fig.4 as “overlapped idle time”, and can be reused by LR
nodes to perform any activity, while being sure not to affect
their normal interactions with LoORaWAN gateways. Combin-
ing this information with the known duration of a LoRaDisC
flooding round, one can then identify sufficiently large time-
slots that can be reused for mesh communications (i.e., to
schedule a LoRaDisC collection (2) or dissemination (4)) or
for relaying data from/to a gateway (3). The beginning of
these time-slots is marked in Fig. 4 as ¢,cndezoous and treiay,
respectively, and their exact computation is explained in detail
in Sect. IV-A.

Joining a network. Once the mesh network is established,
LR nodes periodically flood information about the LoORaWAN
activity matrix during dedicated LoRaDisC rounds (phase (1)
in Fig. 4), so that new LR/LL nodes can join the mesh network.
Nodes that are not yet part of the network keep their radio
on and listen for incoming messages embedding the activity
matrix, from which they derive the LoRaDisC schedule needed
to join the mesh network. During network bootstrap, LR nodes
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start broadcasting their own LoRaWAN activity information
during their idle time. LR/LL nodes keep their radio on and
listen for such messages, which they re-broadcast. This way,
the schedule exchange process is triggered, which allows all
nodes in the mesh network to exchange the LoRaWAN activity
matrix and derive the LoRaDisC schedule.

D. Relaying LoRaWAN Uplink/Downlink Messages

It is worth emphasizing that the gateway is not involved
in the mesh communications. The LR nodes first collect and
queue all the messages received from LL nodes through the
LoRaDisC collection rounds. On a second step, the LR nodes
upload the received uplink messages to the gateway. If the
LL node requires a downlink packet from the gateway, it
piggybacks this request in the message sent to the LR nodes.
The LR nodes will then wait for such downlink message from
the gateway, queue it locally, and relay it to the intended LL
node during the next available LoRaDisC dissemination round
(phase (3) in Fig.4). Additional details on when LR nodes
schedule relaying activities is provided in Sect. IV-A.

Compatibility to LoRaWAN. Because of LoRaHop’s design,
all nodes in the mesh are fully interoperable with existing
LoRaWAN gateways and network servers, i.e., the use of
LoRaHop does not require any hardware or software modifica-
tion to LoORaWAN gateways and servers. In fact, the latter are
fully agnostic to the path taken by a packet (before reaching a
gateway, or after being sent by a gateway). LoRaHop simply
extends the MAC layer of LoRaWAN end-devices (enriching
them with the ability of establishing and operating on a mesh
network), without affecting its original operations: the com-
munications between LR and LL nodes using LoRaDisC are
scheduled outside normal LoRaWAN activities, as explained
in detail in Sect.IV-A. Moreover, the LoRaWAN application
layer and application data format is unchanged.

IV. LORAHOP: DESIGN AND IMPLEMENTATION

We provide next additional details about LoRaHop’s design.
We start by discussing how the schedule orchestrating the
mesh operations is derived and how we ensure that all nodes
can effectively compute rendezvous points corresponding to
the beginning of the LoRaDisC flooding rounds (Sect. IV-A).
We then provide additional details on LoRaDisC’s inner work-
ings (Sect. IV-B), including an early termination extension that
increases energy efficiency during data collection. We finally
provide additional details about our prototypical LoRaHop’s
implementation on off-the-shelf LoRa devices (Sect. IV-C).

A. Synchronizing Network Operations

Nodes that are part of the mesh network are not equipped
with GPS modules and hence do not have a common notion
of time. To synchronize their operations, we leverage the
characteristics of CT-based data exchange.

Constructing the LoRaWAN activity matrix. As discussed
in Sect. III-C, we let the nodes in the mesh network derive
an activity matrix of all LR nodes, such that mesh commu-
nications do not interfere with the LoRaWAN traffic between

LR nodes and gateways (phase (1) in Fig.4). This activity
matrix can be seen as a time series indicating the time spent
by each LR node in interactions with a LoORaWAN gateway.
As LoRaWAN end-devices have typically constrained memory
resources and as the payload of packets should be minimized,
it is not possible to transmit/store each LoRaWAN activity of
every LR node over a lengthy time series. Hence, we exploit
the periodicity of LoRaWAN activities, and only transmit/store
their duration and occurrence (denoted as Tgciivity and Tperiod
in Fig. 4). To this end, we let LR nodes disseminate these val-
ues during dedicated flooding rounds (they do so sequentially,
based on their hard-coded logical ID). In addition to i ctivity
and T)perioq, LR nodes also send Ty, ie., the relative
difference in time between the beginning of the last/next
gateway interaction (tqctivity_begin) and the dissemination of
this information (¢4;ssem). Most of these values can be de-
rived by calling specific radio functions (e.g., those returning
the time in which the last packet transmission or reception
was initiated), and by time-stamping the calls to interrupt
functions signaling the complete transmission or reception
of a packet. For example, when using the Semtech SX1276
chip, one can use the SX1276SetTx function and the time
at which the rxdone interrupt function is called to derive
Lactivity_begin and Tactmty3. Tyis s, instead, corresponds to
Ldissem — tactivity_begin: the value is computed on the fly and
is appended to the packet right before the latter is transmitted.
taissem 1s computed as the time in which the packet is prepared
plus a fixed offset capturing the difference in time between the
packet preparation and its actual transmission*. LR/LL nodes
receiving the packet can hence derive t4;ssem as:

tdissem = tmc_done - SlOtnumbeT . Tslota (1)

where i, done 1S the time at which the rxdone interrupt
function is called, and Slot,umper - Tsiot 1S the duration of the
CT-based flood until the packet was received (i.e., the number
of slots in the flood that happened before packet reception).
Whilst T, is hard-coded and hence known in advance (as
discussed in Sect. II-B), the Slot,,ymper 18 inferred from the
content of the received packet, which embeds the current
slot number information. Therefore, the start of the last/next
LoRaWAN activity for each LR node can be derived as
Lactivity_begin = tdissem — Laiff. The following activities can
be inferred as tactivity_begin_n = tactivity_begin +n- Tperiodv
where n represents n'” LoRaWAN activity since the LR node
transmitted its activity information. By repeating this process,
all LR/LL nodes in the mesh network obtain the LoRaWAN
activity matrix depicted in the bottom of Fig. 4.

Calculating LoRaDisC rendezvous points. Once the activ-
ity matrix has been constructed, the next step consists in
identifying the time-slots during which all LR nodes are not
carrying out any LoORaWAN activity, i.e., the time-slots marked
as “overlapped idle time” in Fig. 4. Sufficiently long idle
times, i.e., longer than the duration of a LoRaDisC phase

3We consider the worst case, i.e., a downlink transmission occurring in
the second reception window (see Fig.2). We hence measure Tyctivity as
the difference between the time returned by the rxdone interrupt function
called in the second reception window and the SX1276SetTx function.

4We measured this offset to be constant (221.636 ms) with a logic analyzer.
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Fig. 5. Computation of next rendezvous points given the LoORaWAN activity
matrix. The algorithm looks for overlapped idle time-slots that are sufficiently
large to embed a LoRaDisC flood and that hence satisfy the criterion shown.

TCT = Nslot . Tslot ' Nflooding (With Nslot and Nflooding
being the number of slots in a flooding round and the number
of flooding rounds, respectively), can be used for LoRaDisC
communications within the mesh. Fig. 5 illustrates the condi-
tions that are necessary for this.

Specifically, given the next W idle time-slots of a node @,
whose begin/end is derived as:

tidle_start,Q,; = tactivity_begin + Tactivity +1- Tperiod
tidle_end,Qi = tactivity_begin + (7' + 1) . Tperiod (2)
i=1,...,W,

and given three exemplary LR nodes (A, B, C), the criterion
that needs to be satisfied is T,yeriap > Tor, Where:

Toverlap = min{tidle_end,A1 ) tidle_end,Bj y tidle_end,Ck } -
max{tidle_start,Ai ) tidle_start,Bj ; tidle_start,Ck }
Vi,j. ke {l,...,W}
3)

In other words, the condition to be satisfied is:

min{tidie_end, A, » tidle_end, B, s tidie_end,Cy, } >
(max{tidle_start,Ai, ) tidle_start,Bj 5 tidle_st(n’t,ck } + TCT) (4)
Vi,j. ke {l,...,W}

In principle, one would need to compute W2 combinations
to derive the next suitable idle time-slot, with Ng being the
number of LR nodes in the network. As this would be too
expensive in terms of computational overhead, we arrange all
idle time-slots in a sequence from 1 to W, and pick them for
each LR node in an ascending order. As soon as we find the
first overlap that satisfies the above requirement, we use it as
next rendezvous point t,epdesvous (i-€., as the beginning of
the next LoRaDisC flooding round) and stop the computation.
The process is summarized in Algorithm 1. Note that the
radio is turned off between LoRaDisC phases to minimize the
energy expenditure and that we add a guard time before each
LoRaDisC phase to compensate for clock drift among nodes.

Algorithm 1: Calculating LoRaDisC rendezvous points
Input:
W the number of considered idle time-slots for each LR node;
Teollection: duration of the LoRaDisC collection phase*;
Tdissem: duration of the LoRaDisC dissemination phase™;
Tovertap: overlap duration;
Lidle_start,Q,: Start time of the it idle time-slot of node Q;

*A function of the employed Nyot, Tsi0t> and Ntiooding-

Output:
teollection: starting instant of LoRaDisC collection phase;
tdissemination: Starting instant of LoRaDisC dissemination phase;

Initialization:
teollection = 0;

tdgissemination = 0

Rendezvous point search:
Derive W idle time-slots based on LoRaWAN activity matrix;
Arrange all idle time-slots in a time sequence from 1 to W;
Pick idle time-slots from each LR node in an ascending order;
for each combination do
if there are any downlink requests from LL nodes and
tdissemination == 0 then
if Tgissem < Toverlap then
tdissemination = ma'x{tidle_start,Qi }: Vi,
return ty;ssemination

else
if Tcollection S Toverlap then

teollection = max{tidle_start,Qi }’ Vi
return tcojjection

return no_rendezvous_found;

Scheduling relaying activities. Once the LL nodes sent the
uplink messages destined to the gateway within a LoRaDisC
collection phase’, the LR nodes will take care of relaying them
to the gateway and to receive from the gateway any downlink
traffic destined to the LL nodes, as discussed in Sect. III-D.
These relaying activities take place at specific instants denoted
as trelqy and phase @ in Fig.4. Similar to ¢,endezvouss We
also derive t,¢jqy based on the information collected in the
LoRaWAN activity matrix and on the expected duration of
the relaying activities to/from the gateway. Specifically, we
derive the duration of a relaying phase as:

Trelay = NLL ' Tactivity (5)

where Ny is the number of LL nodes, and Tgctivity 15 the
time that elapses between the beginning of an uplink trans-
mission from an LR node to the gateway, and the completion
of a downlink transmission (in the second reception window)
from the gateway to an LR node. This time can be derived
from the maximum number of application-level data that can
be transmitted to a gateway by an LL node per iteration, from
the maximum length of a gateway response, as well as from
the used radio parameters (e.g., the SF): these values are either
hard-coded or exchanged within the data collection phase. The
relaying phase is hence divided into Nz, slots in which an LR
node relays the messages relative to a specific LL node only:
this ensures that multiple LR nodes do not interfere with each
other during their relaying activities. To balance the load and
minimize energy expenditure across LR nodes, the relaying
activities for the various LL nodes in the network are equally

SLL nodes put their LoORaWAN address in the uplink packets sent to the
LR nodes. The latter do not replace this address when communicating with
the gateway, which makes the gateway unaware of the presence of LR nodes.
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distributed among LR nodes based on the node IDs of the
LL nodes. For example, in a network with four LL nodes and
two LR nodes, the two LL nodes with the lowest node ID
use the first LR node for their relaying activities, whereas the
remaining two LL nodes with the highest node ID use the
second LR node. Note that LL nodes are not involved in the
relaying phase, i.e., they sleep throughout this phase.

Maintaining synchronization. The LoRaWAN activity matrix
needs to be updated periodically, otherwise — after a long
period of time from its original computation — there is a risk of
timer data overflow that would cause an incorrect calculation
of the rendezvous and relay time. Therefore, before calculating
these times, we update the LoRaWAN activity time of all
LR nodes to the most recent one. Moreover, the LoRaWAN
activity matrix needs to be periodically recomputed to avoid
large synchronization errors caused by clock drifts among
the various nodes in the network. For this reason, LR nodes
disseminate their LoORaWAN activity information every Npg
flooding rounds (with Np being a parameter configured at
compile time and set to 10 in our current implementation).

B. LoRaDisC

LoRaDisC is a multi-hop protocol that can support both
one-to-all data dissemination and all-to-one data collection on
top of LoRa radios [28]. By exploiting CT, LoRaDisC avoids
the need of establishing and maintaining routing tables, and
inherits the high reliability and energy efficiency of CT-based
flooding, which was demonstrated throughout several editions
of the EWSN dependability competition [49]-[51].

Data collection & dissemination primitives. LoRaDisC pro-
vides two primitives: data collection and dissemination. Each
primitive consists of a series of flooding rounds which include
a number of CT slots in each round as presented in Sect. II-B.
Configurations such as the payload length, the number of
CT slots, and LoRa communication parameters (e.g., SF and
bandwidth) are notified by the flood initiator, which is the first
LR node joining the mesh network in our current implemen-
tation. By exploiting network coding, in LoRaDisC multiple
packets are exchanged in one flooding round. Nodes blend
the received packets using RLNC and transmit random linear
combinations of previously-received packets in the following
CT slots. During a LoRaDisC collection phase, any LL node is
allowed to generate a packet and all packets generated by LL
nodes are ultimately collected by LR nodes within N y;504ing
flooding rounds (set to one in our current implementation).
During a LoRaDisC dissemination phase, each LR node floods
the downlink messages received from the gateway through the
mesh network within Ny;404ing flooding rounds.

Early termination. To improve energy efficiency, we in-
troduce an early termination mechanism in LoRaDisC to
conclude the data collection phase if all LR nodes have already
received an uplink message from their respective LL nodes.
Within a flooding round, the number of time-slots N, is
proportional to the number of LR and LL nodes®, and may

SFor example, in our current implementation, we use N;o;=60 for a mesh
network with two LR nodes and 18 LL nodes, or we use Ng;,+=20 for a
mesh network with one LR node and four LL nodes (see Sect. V)

be over-provisioned to cope with the dynamicity of links in
outdoor environments and maximize the reliability of trans-
missions. To avoid unnecessary re-transmissions over several
time-slots and flooding rounds, LR nodes can signal in a dedi-
cated termination field that they have already received the
uplink traffic from all their LL nodes. Such termination
field, which contains one bit per LR node is then piggybacked
in the packets flooded through the network. Should all LR
nodes have received the expected uplink transmissions (i.e.,
all termination bits are set to 1), the collection phase
can be terminated. Note that the flood does not terminate
instantly, but nodes still transmit information for a few time-
slots to help neighbors that may have not yet realized that the
data collection can be terminated. Afterwards, each node turns
off its radio. Hence, the early termination optimization helps
reducing energy consumption without sacrificing reliability.

Use of LBT and AFA. LoRaDisC incorporates both listen
before talk (LBT) and adaptive frequency agility (AFA) to
increase duty cycle per channel and improve data transfer
speed. To comply with spectrum access regulations, LoRaDisC
requires each node to listen for 5ms before transmission to
check if the channel is clear. The de-synchronization error
introduced by this additional delay does not affect the relia-
bility of the flooding, as the data rate of LoRa is much lower
compared to that of classical CT-based protocols in which mes-
sages should be immediately re-transmitted [29]. LoRaDisC
utilizes multiple channels for communication, with each CT
slot being assigned a primary and a secondary channel. Prior to
transmitting a packet, nodes initiate a clear channel assessment
(CCA) check on the primary channel. If the primary channel is
clear, the transmission starts after 5 ms. If the primary channel
is occupied, the node delays transmission for a given duration
(e.g., 10ms) before performing another CCA check on the
secondary channel, initiating the transmission if this channel is
free. Receiving nodes listen by default to the primary channel
and receive data if present. If no data is detected on the primary
channel, the nodes switch to the secondary channel. Channels
are periodically altered in order to optimize throughput while
complying to duty-cycle regulations, and are determined based
on the flooding round number and CT slot number.

C. Framework Implementation

Fig. 6 shows the high-level modules that compose our
implementation of the LoRaHop framework. The latter builds
upon the LoRaDisC primitives for data collection and dis-
semination, which are practically implemented by leveraging
CT-based multi-hop communication together with RLNC. As
discussed in Sect.IV-B, LoRaDisC also embeds an early
termination to maximize energy efficiency during the data col-
lection phase. Furthermore, our implementation of LoRaHop
features a scheduler module that takes care of constructing
and disseminating the LoRaWAN activity matrix, from which
the LoRaDisC rendezvous points (¢,endezvous) and the time in
which LR nodes should start their relaying activities (¢yeiay)
are derived, as discussed in Sect. IV-A.

Hardware and software. We implement LoRaHop on off-
the-shelf LoRaWAN class A end-devices consisting of an
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Fig. 6. High-level modules in our implementation of the LoRaHop framework.

STM32L476RG microcontroller and an SX1276MBIMAS
radio. These are the same nodes used in the ChirpBox
testbed [28], which are shown in Fig. 7(a). As LoRaWAN
gateways, we use the off-the-shelf RAK7243 [52] device,
which supports eight channels and operates at 470 MHz’. We
use the open-source ChirpStack [53] to build a LoRaWAN net-
work server and set up the LoORaWAN network. All LoRaWAN
packets that are received and sent by the gateway are uploaded
to the server. Please note that we do not make any changes to
the LoORaWAN gateway and ChirpStack server: this is possible
because LoRaHop is fully compatible with LoRaWAN and
works seamlessly together.

Activation modes for LoRaWAN end-devices. In order to
minimize the implementation effort and simplify debugging, in
our current prototype each LoORaWAN end-device needs to be
registered to the server in either over-the-air activation (OTAA)
mode or activation by personalization (ABP) mode, where
device address (DevAddr), security session, and network pa-
rameters are fixed in ABP mode. LR nodes impersonate
LL nodes by knowing their DevAddr, security session, and
network parameters in ABP mode. However, as discussed in
Sect. VI, the LR nodes could forward packets without the need
of decrypting them: as a consequence, they do not necessarily
need to acquire all the security credentials of LL nodes.

V. EVALUATION

We evaluate LoRaHop experimentally on an outdoor testbed
with 21 nodes deployed in the city of Shanghai. Our evaluation
answers the following questions:

« Does LoRaHop effectively allow to extend the coverage

of a LoRaWAN network thanks to its multi-hop support
for both uplink and downlink traffic?

7Note that LoRaHop can seamlessly run on any ISM band, including those
with duty cycle constraints (e.g., the EU868 band). To ensure compliance with
the regulations, LoRaHop monitors and tracks the use of the radio, which
allows to determine if any channel is being used beyond its limits.

(a) ChirpBox end-device

(b) LoRaWAN gateway

Fig. 7. ChirpBox end-device consisting of an STM32L476RG microcon-
troller and an SX1276MB1MAS radio (a). LoORaWAN commercial gateway
RAK7243 based on an SX1301 radio, which was connected to a 5.8dBm
antenna and deployed on the roof of a building in the university campus (b).

o How does the reliability and energy efficiency of
LoRaHop vary as a function of different network con-
figurations, densities, and diameters?

e« How much performance improvements can LoRaHop
bring compared to classical (single-hop) LoRaWAN?

e Does a LoRaHop multi-hop network in which nodes
employ a low SF perform better than a single-hop
LoRaWAN network in which nodes employ a high SF?

o How much energy can be saved thanks to LoRaDisC’s
early termination optimization?

A. Experimental Setup

Before presenting our experimental results, we briefly de-
scribe our experimental setup, which makes use of an instance
of the ChirpBox testbed deployed in the city of Shanghai.

Outdoor testbed. Fig. 8 shows a map of the testbed deploy-
ment, with the exact location of the 21 end-devices (labelled
from O to 20) and of the gateway device (labelled as G). The
ChirpBox testbed allows us to remotely control all devices
and to run experiments at arbitrary times. It also supports any
test firmware that meets specific constraints (e.g., maximum
size of the binary file, and adherence to specific libraries that
should be included in the compilation). ChirpBox end-devices
can store the log data of each test run: this includes logs of
packets that were sent and correctly decoded by each end-
device (useful to compute statistics about the packet reception
ratio) as well as the time spent in different radio modes (useful
to compute the energy consumption of each device).

Packet format and TX power. In our experiments, we send
LoRaWAN packets with a length of 20 to 22 bytes®. We em-
ploy LoORaWAN’s default settings, i.e., a bandwidth of 125 kHz
as well as a coding rate of 4/5, and configure LoRaHop
to use the very same settings. Based on this configuration,
LoRaHop and LoRaWAN packets when using SF=7 have the
same on-air duration of 56.58 ms, whereas LoORaWAN packets
sent at SF=12 last 1482.75 ms’. We constrain the TX power of
all end-devices to 0 dBm in order to limit their communication
range and show the effectiveness of LoRaHop in extending the
coverage of a LoORaWAN network.

8The exact packet length depends on the number of LL nodes in the
network, as the LoRaDisC packet header includes the coding_vector,
whose bit length is proportional to the number of LL nodes in the mesh.
Note that uplink and downlink packets have the same length.

°In this paper, we only use SF=7 within LoRaHop’s mesh network.
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Fig. 8. Map of our outdoor deployment consisting of 21 ChirpBox end-
devices (green circles) and a LoRaWAN gateway (red circle) deployed in the
city of Shanghai nearby the Hubei University of Technology campus. The
end-devices as well as the LoRaWAN gateway are deployed on the top of
buildings that are part of the University campus.

Performance metrics. In our evaluation, we compare the
performance of LoRaHop with LoRaWAN using two main
metrics: reliability (in terms of packet reception ratio — PRR)
and energy consumption (in Joule). The PRR for uplink
transmissions is computed as the number of packets correctly
received and decoded by the gateway divided by the number of
packets that were sent by an LL node. Similarly, for downlink
transmissions, the PRR maps the number of packet correctly
received by an LL node to the number of packets that were
originally sent by the gateway. This data is extracted from
the logs in the ChirpStack server. Note that we make use of
unconfirmed messages when testing the uplink functionality
alone, and confirmed messages when testing the downlink
functionality: in fact, the gateway needs to receive a packet re-
questing a confirmation before transmitting a downlink packet.

The energy consumption is defined as the consumed RF power
by all end-devices in the network to send a pre-defined number
of packets (100 in our experiments). The energy consumption
is calculated in software following the approach proposed
in Contiki’s Energest [54]. We have experimentally derived
that the average energy consumption of the employed LoRa
radio is 53.42 mA (when transmitting at 0dBm) and 46.81 mA
(during reception), with a voltage of 3.88 V, which results in
a power consumption of 207.37 mW and 181.72 mW, respec-
tively. Sending 100 uplink messages with a 22-byte payload
using SF=12 and SF=7 results in an energy consumption of
30.75J and 1.161J, respectively. When considering also the
energy consumption caused by keeping the radio on to receive
any downlink traffic during the receive window, the energy
consumption with SF=12 and SF=7 amounts to 49.81J and
6.03J, respectively. Note that we focus on the consumption
of the LoRa radio only (as this outweighs significantly that of
the microcontroller), and we do not consider the energy con-
sumption during idle time, so that our results are independent
of the selected data transmission interval.

TABLE I

NETWORK CONFIGURATIONS USED IN OUR EVALUATION.
LL node ID (number of LL nodes) LR node ID
14, 16 (2) 18
4,14, 16 (3) 18
2,4, 14,16 (4) 18
2,4, 12, 14, 16 (5) 18
2,4, 12, 14, 16, 19 (6) 18
2,4, 12, 14, 15, 16, 19 (7) 18
2,4, 12, 14, 15, 16, 19, 20 (8) 18
1,2, 4,12, 14, 15, 16, 19, 20 (9) 18
1,2, 4,11, 12, 14, 15, 16, 19, 20 (10) 18
1,2, 4,10, 11, 12, 14, 15, 16, 19, 20 (11) 18
1,2, 3,4, 10, 11, 12, 14, 15, 16, 19, 20 (12) 18
1, 2,3, 4,10, 11, 12, 13, 14, 15, 16, 19, 20 (13) 17, 18
1,2,3,4,5,10, 11, 12, 13, 14, 15, 16, 19, 20 (14) 17, 18
1,2,3,4,5,6, 10, 11, 12, 13, 14, 15, 16, 19, 20 (15) 17, 18
1,2,3,4,5,6,9, 10, 11, 12, 13, 14, 15, 16, 19, 20 (16) | 17, 18

Network configurations. We evaluate the performance of
LoRaWAN and LoRaHop with different network configura-
tions, i.e., by selecting different amounts and combinations
of LL and LR nodes. TableI and TableIl summarize all the
21 combinations studied in our experimental campaign: these
vary from sparse configurations with two LL nodes and one
LR node to dense configurations with 16 LL nodes and two
LR nodes. Note that nodes not included in a combination are
turned off and do not relay packets nor actively participate
in the data transmission. Nodes 17 and 18 were chosen as
LR nodes, as they can communicate with the majority of
nodes in the network, and as they allow to maintain a reliable
connection with the LoRaWAN gateway despite using SF=7
at all times. Many of the selected LL nodes, instead, are
too far from the gateway to establish a (reliable) connection
at SF=7. Therefore, we configure them to use SF=12 when
using classical LoORaWAN (i.e., a single-hop network) and to
use SF=7 when forming the multi-hop mesh network using
LoRaHop. Unless differently stated, nodes transmit data peri-
odically: specifically, we let each LR and LL node send 100
packets (one every 25 seconds) and repeat each experiment
three times.

B. Effectiveness, Reliability, and Efficiency of LoRaHop

LoRaHop allows to reliably and efficiently connect all LL
nodes to the gateway by forming a multi-hop mesh network
interfacing with the selected LR nodes.

Reliability. When establishing a classical LoRaWAN single-
hop network, the average PRR varies between 30% and 60%
depending on the selected network configuration in both uplink
and downlink messaging, as shown in Fig. 10 (light green line).
This hints that several end-devices are unable to establish a
reliable connection to the gateway with a single-hop network,
despite the use of a higher SF. Instead, when using LoRaHop,
the average PRR is always above 95% regardless of the
selected network configuration (dark green line): this holds
true for both uplink and downlink traffic. Hence, LoRaHop
effectively increases network coverage and allows to connect
LL nodes that would otherwise be unable to reliably commu-
nicate with the gateway. This is also visible from Fig. 9, which
displays the PRR between each device and the gateway. When
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Fig. 9. PRR between each end-device (LL node) and the gateway. The

creation of a mesh network using LoRaHop allows to reliably connect to the
gateway also end-devices that would otherwise be disconnected or performing
unreliably when using a classical LoRaWAN single-hop network.

TABLE I
NETWORK CONFIGURATIONS WHEN EVALUATING THE IMPACT OF
NETWORK DIAMETER ON LORAHOP’S PERFORMANCE.

LL node ID (total number of hops) LR node ID
10, 14, 15,19 (4) 18
10, 14, 16, 19 (5) 18
1, 14, 16, 19 (6) 18
4,14, 16, 19 (7) 18
1, 14, 16, 20 (8) 18
2,4, 14, 16 (10) 18

using a LoRaWAN single-hop network, even the use of SF=12
does not allow all devices to communicate with the gateway
(e.g., nodes 2 and 16 have no connection) or results in a poor
reliability (e.g., nodes 4 and 20 have a PRR<20%). Instead,
when creating a mesh network using LoRaHop, all nodes can
connect to the gateway and sustain a PRR close to 100%.

Energy consumption. Furthermore, Fig. 10 also compares the
average energy consumption of LL/LR nodes when forming
a single-hop network using classical LoORaWAN and when
supporting the formation of a multi-hop mesh network using
LoRaHop. The energy consumption of LoRaHop is propor-
tional to the number of LL nodes, whereas it remains relatively
constant when using single-hop LoRaWAN. Note that the
energy consumption for downlink messaging in Fig. 10(b)
is higher than that for uplink messaging: this is because
downlink packets follow an uplink packet, and hence the
computed energy accounts for both contributions. Moreover,
the figure allows to quantify the energy savings introduced by
LoRaDisC’s early termination optimization, which can be up
to 22.36% without significant impact on communication relia-
bility. In the remainder of this paper, all LoRaHop evaluation
results will make use of the early termination optimization.

Impact of the number of hops. As mentioned above, the
energy consumption of LoRaHop is proportional to the number
of LL nodes in the network. This is because the number
of time-slots Ny, in a LoRaDisC flooding round is pro-
portional to the number of nodes in the network. Moreover,
as mentioned in Sect.II-B, N, is also proportional to the
network diameter. Hence, the average number of hops between
LL nodes and LR nodes also affects LoRaHop’s energy
consumption. To quantify the impact of the network diameter
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Fig. 10. Reliability and energy consumption of LL/LR nodes using

LoRaWAN (single-hop network) and LoRaHop (multi-hop support) for uplink
and downlink communication as a function of the number of LL nodes. When
using LoRaWAN, LL nodes use SF=12, whereas SF=7 is used with LoRaHop.
LoRaHop allows to extend network coverage and reliability, and LoRaDisC’s
early termination optimization saves up to 22.36% energy consumption.

on both reliability and energy consumption, we fix the number
of LL nodes to 4, and vary the total number of hops between
the selected LL nodes and an LR node. The total number of
hops is calculated as the sum of the number of hops between
each individual LL and the LR node. TableII summarizes
the network configurations that we use in our study. Fig. 11
shows that, indeed, LoRaHop’s energy consumption increases
as a function of the network diameter (due to the higher
number of CT slots in each LoRaDisC flooding round),
whereas LoRaWAN’s energy consumption remains constant
across all configurations'®. Note that LoRaHop’s reliability
remains very good despite the increase in number of hops,
as the PRR remains above 95% (in contrast to that of single-
hop LoRaWAN): this confirms the trends observed in Fig. 10.

Trading reliability for energy efficiency. Our previous results
have shown that LoRaHop allows to connect LL nodes that
would otherwise be disconnected from or unreliably connected
to the gateway, thereby sustaining an almost perfect reliability
(100% PRR). The price for this comes in terms of energy
consumption: whilst for small mesh networks the use of
LoRaHop is even more efficient than setting up a single-
hop LoRaWAN network, this is no longer true for networks

10Note that the configuration showing 4 LL nodes in Fig. 10 is equivalent
to the configuration showing 10 hops in Fig. 11.
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Fig. 11. Reliability and energy consumption of LL/LR nodes using

LoRaWAN (single-hop network) and LoRaHop (multi-hop support) for uplink
and downlink communication as a function of the total number of hops
between LL and LR nodes. When using LoRaWAN, LL nodes use SF=12,
whereas SF=7 is used with LoRaHop. Our results show that LoRaHop sustains
a high reliability regardless of the number of hops, and that its energy
consumption increases as a function of the network diameter.

with several LL nodes and/or large diameters. Therefore, we
study next if and how we can trade reliability for energy
efficiency in LoRaHop. Specifically, we reduce the number of
LoRaDisC slots (Ng.ts) used in each flooding round (which
negatively affects the reliability of data transmissions) and
study LoRaHop’s performance as a function of two Nyt
values. We name these two configurations LoRaHop-HIGH
and LoRaHop-LOW. When using {2, 4, 8, 12, 16} LL nodes,
Naots = {12, 25, 35, 50, 60} for LoRaHop-HIGH, whereas
Ngiots = {10, 20, 25, 30, 40} for LoRaHop-LOW, respec-
tively. All other configurations are the same as the ones we
employed in Sect. V-B. Fig. 12 compares the performance of
LoRaHop-HIGH and LoRaHop-LOW to that of single-hop
LoRaWAN!!'. LoRaHop-HIGH and LoRaHop-LOW exhibit
an average PRR across all network configurations listed in
TableI of 96.8% and 78.9% as well as an energy consumption
of 46.2J and 31.6J, respectively. In comparison, LoRaWAN
exhibits an average PRR of 47.9% and an energy consumption
of 43.2]. This means that LoRaHop-LOW effectively sus-
tains both a higher reliability (+64.7%) and energy efficiency
(+26.8%) than LoRaWAN. This shows that LoRaHop can
trade reliability for energy efficiency when the application
requirements do not enforce a PRR close to 100%.

"Note that the configuration shown in Fig.12 (LoRaHop-HIGH) is the
same as the one used in Fig. 10 (with early termination).
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Fig. 12. Reliability and energy consumption of single-hop LoRaWAN,

LoRaHop-HIGH, and LoRaHop-LOW for uplink communication as a function
of the number of LL nodes. When using LoRaWAN, LL nodes use SF=12,
whereas SF=7 is used with LoRaHop. With LoRaHop, one can trade reliability
for energy efficiency, and outperform LoRaWAN with respect to both metrics.
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Fig. 13. Performance of LoRaHop for different SF (a) and payload lengths
(b). When varying the payload length, the SF is fixed to 7.

Performance for different SFs and payload lengths. In our
previous experiments, we have fixed the SF and the payload
size. We also evaluate LoRaHop’s performance for additional
SF configurations and payload lengths, showing their impact
on PRR and energy consumption. Specifically, we use the
LoRaHop-LOW configuration with 16 LL nodes and 2 LR
nodes depicted in Table I, and vary the SF from 7 to 9, as well
as send packets with a payload length of 8, 64, and 128 bytes.
Fig. 13 shows the results: using higher SFs and payload lengths
results, as expected, in an increase in energy consumption
(proportional to the increased airtime of packets), whereas the
reliability remains unaffected. This highlights the importance
of compressing information and optimizing the payload size
of packets in real-world deployments [55].

C. Impact of LoRaHop on the Size of the Collision Domain

We show next how LoRaHop also allows to increase the per-
formance of surrounding LoRaWAN networks, as the size of
the collision domain reduces when nodes communicate over a
multi-hop mesh network with a lower SF. In fact, when enforc-
ing a single-hop network (LoRaWAN'’s default behaviour),
nodes may be required to use a high SF to reach the gateway.
This, however, enlarges the size of the collision domain and
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Fig. 14. Using LoRaHop allows to reduce the size of the collision domain
and increase the performance of surrounding LoRaWAN networks.

increases the probability of packet collisions: as we show
experimentally, this strongly affects network performance.

We use the testbed nodes shown in Fig.8 to set up two
coexisting LoORaWAN networks: a first network in which 15
end-devices communicate to gateway G (Network 1)'2, and a
second network in which node 2 acts as an end-device commu-
nicating to node 4, which serves as a single-channel gateway
(Network 2). We then study the PRR in both networks as a
function of the number of end-devices in Network I forming a
mesh network using LoRaHop. We run 5-minute experiments
using different configurations in which end-devices transmit
LoRaWAN frames with an 8§-Byte payload. Network 2 operates
at TX power 0 dBm and uses SF=7. Network I employs SF=12
and a TX power of 6 dBm'3.

Fig. 14 illustrates our results. We use as a baseline the per-
formance of a single-hop LoRaWAN configuration in which
all end-devices in Network 1 transmit data individually to the
gateway, i.e., we let only one end-device at a time transmit
data to avoid collisions. As all nodes in Network I employ
SF=12 and a sufficiently high TX power, the PRR in Network I
is close to perfect (100%), and the same applies to that of
Network 2. Note that, to avoid any external interference biasing
the experiments, we have moved to frequencies that are not
used by surrounding LoRaWAN networks.

Fig. 14 also shows the PRR when all end-devices in Net-
work I periodically send uplink data to the gateway every 2.5s.
They do so by randomly picking one out of eight available
channels for each transmission. In Network 2, instead, the two
devices always use the same channel, which overlaps with
one of the eight channels used by Network 1. We then vary
the number of end-devices employing classical LoRaWAN
(with SF=12) and the number of end-devices forming a mesh
network (operating at SF=7) using LoRaHop in Network 1'*.

2Nodes 0, 1, 3, 5, 6, 9, 10, 11, 12, 14, 15, 16, 18, 19, 20 act as LoRaWAN
end-devices and node G (RAK7243 device) acts as a multi-channel gateway.

13We have increased the TX power to ensure that all end-devices have a
reliable connection to the gateway: this was not the case at 0 dBm (see Fig. 9).

l4we investigate four configurations: (i) no end-device uses LoRaHop; (ii) 5
end-devices use LoRaHop, i.e., nodes 12,14,16,18,19; (iii) 10 end-devices use
LoRaHop, i.e., nodes 12,14,16,18,19,1,3,11,15,20; (iv) all 15 end-devices use
LoRaHop. Device 18 acts as LR node when using LoRaHop.

When all 15 end-devices use LoORaWAN with SF=12, the
large collision domain affects the transmissions of Network 2,
whose PRR drops to ~30%. As we increase the number
of end-devices using LoRaHop with SF=7 in Network 1,
the collision domain is reduced, and the PRR of Network 2
increases to 54%, 72%, and 92%, respectively, when 5, 10,
and 15 end-devices form a mesh network using LoRaHop'>.
Similarly, in Network I, the number of collisions are also
reduced (and hence the PRR increased) when more nodes use
LoRaHop, although to a lower extent than in Network 2.

This proves that using LoRaHop to create a multi-hop
LoRaWAN network employing a low SF may lead to sig-
nificant performance improvements compared to the use of a
single-hop LoRaWAN network operating at a high SF.

VI. DISCUSSION AND FUTURE WORK

Support for multiple gateways. In our evaluation, we have
focused on networks with only one LoRaWAN gateway.
However, in principle, multiple gateways can be supported
in a LoRaWAN network to increase network coverage and
enhance communication reliability [56]. The existence of
multiple gateways does not have an impact on LoRaHop’s
design and inner working. In fact, LoRaHop’s relaying of
uplink packets from LR nodes to multiple gateways would
also work seamlessly. This is because LL nodes transmit
uplink messages without specifying the address of the gateway.
Therefore, all gateways that are in range to the LR nodes
relaying the message will receive this information and upload
it to the network server (regardless of whether other gateways
have also received and uploaded the same information). In
case of downlink messages, it is up to the network server to
determine which gateway transmits the information. The LR
nodes receiving these downlink messages can simply dissem-
inate this information through the mesh network in the same
way as explained in Sect. III. Possible future work includes
the creation of a gateway selection method for downlink
messaging that prioritizes LR nodes which have a higher signal
strength to the gateway. This way, only the gateway that has
more reliable connection to the LR node than others will
transmit the downlink packet.

Reducing the number of collisions. As LoRaHop allows ad-
ditional devices to join a LoORaWAN network, it increases the
traffic to/from the gateway, which may lead to a higher number
of collisions. Several works [57]-[59] have proposed mecha-
nisms to decrease the number of collisions by exploiting time-
division multiple access approaches (e.g., the use of TSCH
over LoRa) or by exploiting multiple gateways to decode
messages. As LoRaHop is fully compatible and seamlessly
integrated with LoRaWAN, almost any approach proposed in
the literature for decreasing collisions in LoRaWAN can be
seamlessly adopted in LoRaHop.

Insufficiently large overlapped idle time-slots. In our current
implementation, the relaying phases take place within the same
overlapped idle time-slot. As the number of LL nodes grows

I5Note that, in this experiment, we remove the two downlink receive
windows after each uplink packet: this ensures that there is enough idle time
available for the LoRaDisC collection and for the relaying phase.
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or if the LR nodes frequently contact the gateway, it may be
difficult to find an overlapped idle time-slot that is sufficiently
large to cover an entire relaying phase. In the future, we will
allow splitting the relaying phases into multiple idle time-slots
to improve scalability.

Adaptive LoRaDisC configuration. In our current LoRaHop
implementation, values such as the number of slots in
LoRaDisC (Ngts) are hard-coded based on the expected
number of nodes in the network, network diameter, and
amount of traffic generated by LL nodes. In the future, we
plan to embed in LoRaDisC a mechanism that automatically
adapts Ngjots at runtime. We also plan to provide a blacklisting
mechanism for channels that are congested by the transmis-
sions of surrounding LoRaWAN networks.

Support for resource-constrained devices. Although we have
already shown that LoRaHop can successfully run on resource-
constrained LoRa end-devices, we aim to further improve
the energy efficiency of the proposed solution. Specifically,
in future work we plan to include support for multiple sub-
networks in LoRaHop, so to reduce the number of necessary
CT slots and hence decrease the overall radio on-time.

Security implications. Even though our prototypical
LoRaHop implementation assumes that the LR nodes obtain
all the security certificates from the LL nodes (see Sect. IV-C),
one can relax this assumption. In fact, LR nodes could forward
packets without the need of decrypting them. Specifically,
the application data of LL nodes is first enclosed into an
application-layer frame following the LoRaWAN format and
then further encapsulated as the payload of a LoRaDisC
frame when being transmitted between LR and LL nodes.
The LR nodes only need to decode the LoRaDisC header in
order to forward the application-layer frame, and do not need
to decode its content. For this reason, the LR node does not
necessarily need to obtain the security certificate of the LL
nodes, as the LR node can forward the LoRaWAN packets
to/from a gateway without decoding and encoding their data.
Consequently, LoRaHop does not prevent the use of OTAA
activation mode for LoORaWAN end-devices. In future work,
we plan to adjust our LoRaHop implementation accordingly,
and we also plan to enhance the security of LoRaHop by
implementing an authentication process in which the identity
of new end-devices is verified before allowing them to join
the mesh network and/or to relay messages. This would
prevent that a rogue node impersonates another device and/or
interferes with the LoRaDisC communications.

VII. RELATED WORK

LoRaHop allows the creation of a LoRaWAN multi-hop
mesh network in order to improve the network coverage and
reliability, while minimizing energy consumption. We analyse
next related works that aim to extend the coverage of a
LoRaWAN network and that propose solutions for building
multi-hop networks of devices embedding a LoRa radio.
Furthermore, as LoRaHop leverages CT, we review other
works making use of CT within LoRa networks.

Extending the coverage of LoRa networks. A large body
of studies on LoRa focus on the issue of network cover-

age. These works study, for example, how to increase the
receiver sensitivity on the gateway side [60]-[62], design
custom LoRa chirp signals on the end-device side [63], or add
router/extender nodes that are responsible of the forwarding
of packets [18], [19], [21]. However, those works either need
advanced hardware replacing commercial gateways [60]-[63]
or end-devices [21], or rely on permanently-powered router
nodes [18], [19], which is unfeasible if the end-devices have
severe energy constraints. In addition, most of these studies
only focus on uplink messaging, but do not support downlink
messaging. In this article, we use off-the-shelf LoRaWAN
end-devices and gateways, and do not change the original
LoRaWAN stack/application, i.e., our approach can be seam-
lessly incorporated into LoRaWAN. Furthermore, LoRaHop
supports both uplink and downlink messaging.

Multi-hop support for LoRa networks. A number of works
have investigated how to build multi-hop LoRa networks [16],
[17], [21], [22]. Most of these multi-hop networks, however,
are not compatible with LoRaWAN [16], [17], or support only
a limited number of hops/devices [22]-[25]. Ahmar et al. [64]
have proposed a routing solution for LoRaWAN multi-hop
networks that can reduce the number of end-devices operating
at high SFs. This solution, however, requires that all end-
devices have a connection to the gateway (e.g., with the highest
SF). This requirement is introduced due to the necessity of
synchronize all nodes in the network to precisely calculate the
wake-up time for the various transmissions. Instead, LoRaHop
can form a multi-hop mesh network independently on the
presence of a gateway in the surroundings of all nodes. On the
contrary, LoRaHop purposely allows to connect LoRaWAN
end-devices that are not in range with a gateway.

CT support for LoRa. The principle of CT has been first
investigated and demonstrated in the context of short-range
IEEE 802.15.4 narrowband systems [29], [35], and later also
in ultra-wideband [40], [65] as well as Bluetooth Low Energy
systems [41], [42]. As CT enable a fast and efficient network
flooding, several works have proposed a number of CT-
based protocols and primitives such as the low-power wireless
bus [66], Chaos [67], Mixer [36], Crystal [68], and Har-
mony [38]. The reliability and efficiency of such techniques
has been demonstrated by several editions of the EWSN de-
pendability competition [51], which fostered and triggered the
creation of CT-based frameworks that can simplify the creation
of an application [69] and are capable of switch between
multiple PHYs at runtime [70]. CT have also been investi-
gated in the context of long-range communication on LoRa-
based devices [26]-[28]. Specifically, Bor et al. [26] have
been the first to experimentally demonstrate the feasibility of
CT with LoRa. Liao et al. [27] have theoretically analyzed
the feasibility of CT as well as developed a prototypical
implementation. In previous work, we have exploited CT to
build the communication backbone of an infrastructure-less
LoRa testbed [28]. In this work, to the best of our knowledge,
we propose the first LoRaWAN-compatible framework that
makes use of CT to create a multi-hop mesh network, thereby
extending the coverage and scalability of a LoRaWAN system.
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VIII. CONCLUSIONS

In this paper, we propose LoRaHop, an extension of
LoRaWAN that enriches end-devices with the ability to form
a multi-hop mesh network. This allows to extend network
coverage to end-devices that would otherwise be too far from
a gateway to establish (a reliable) communication, and allows
the exchange of both uplink and downlink traffic in a seamless
way. We provide details on the design of LoRaHop in Sect. III
by describing the mesh network operations (which build upon
LoRaDisC, a protocol based on the CT paradigm), as well
as the scheduling of the various communication and relaying
activities. After detailing the implementation of LoRaHop and
our proof-of-concept on off-the-shelf devices in Sect.IV, we
evaluate LoRaHop’s performance experimentally in Sect. V
and compare it with that of classical (single-hop) LoRaWAN.
Our results show that LoRaHop can effectively extend the
coverage of a LoORaWAN network while improving reliability
by up to 98.33% and halving energy consumption.
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